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Abstract
People often listen to sad music in spite of its seemingly negative qualities. Sad music, and especially sad 
music with a personal significance, has been shown to evoke a wide span of emotions with both positive and 
negative qualities. We compared emotional responses to familiar self-selected sad music (SSSM) with both 
unfamiliar sad and unfamiliar happy music. Alongside self-reports, a commercial, continuous measure of 
discrete facial expressions was applied, promising an in-depth assessment of both the quality and strength 
of experienced affective states at any given point in time. Results of the facial analysis showed that SSSM 
evoked more mixed affective states than unfamiliar sad music. Also, listeners reacted with consistent 
facial expressions to distinct musical events, e.g. the introduction of a lead voice. SSSM evoked more self-
reported feelings of nostalgia, reminiscence, being moved, and chills and tears than unfamiliar sad and 
happy music. Furthermore, SSSM resulted in more self-reported happiness and a similar trend with happy 
facial expressions compared to unfamiliar sad music. These results point to the emotional diversity and 
the strong involvement of positive affective states elicited by SSSM, even when compared with music of 
similar quality, such as unfamiliar sad music. Automated facial analysis allows us to observe emotions 
on a more detailed level in terms of time resolution, onset, intensity and concurrence of discrete affective 
states. This technique is promising for future research, particularly when investigating mixed emotions 
and the social aspect of emotions in response to music.
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Sadness is an emotional state characterized by negative valence and low physiological arousal, 
often accompanied by changes in experience, physiology, cognition, and behavior (Clore & 
Huntsinger, 2007; Lench, Flores, & Bench, 2011). It is often evoked by the loss of  social bonds, 
or by failure in achieving important life goals. The relationship between everyday and music-
induced sadness is unclear, as, for example, in an everyday context, sadness is regarded as an 
aversive state, whereas music-induced sadness attracts many listeners (Huron, 2011; Zentner, 
Grandjean, & Scherer, 2008).

Several studies investigated listeners’ reactions to their preferred sad music, often labeled as 
self-identified sad music (SISM) or self-selected sad music (SSSM). Vuoskoski and Eerola (2012) let 
participants listen to both unfamiliar and self-selected sad music, and concluded that both are 
capable of  inducing genuine sadness – as measured by indirect techniques, namely word recall 
and judgement tasks. In contrast, other studies (e.g., Taruffi & Koelsch, 2014; Van den Tol & 
Edwards, 2013, 2015) used retrospective approaches; that is, participants did not listen to their 
music selection during testing, but reported their experiences retrospectively. These studies 
showed that emotional responses are not limited to mere sadness, but are actually more com-
plex. For example, in an international online survey (n = 772), Taruffi and Koelsch (2014) 
found that listeners’ emotional experiences with sad music consist of  both positive and negative 
emotions, or emotions with mixed qualities: In fact, the four most common reactions, as meas-
ured with the Geneva Emotional Music Scale (GEMS, see Zentner et al., 2008) were nostalgia, 
peacefulness, tenderness, and sadness. Nostalgia, the most frequently experienced emotion, is 
defined by both positive and negative emotionality and might best be described as a bittersweet 
emotion (Wildschut, Sedikides, Arndt, & Routledge, 2006). Nostalgia is often evoked by the 
retrieval of  memories related to an individual’s personal biography.

Sad music often evokes such emotions with opposing valences, even with highly controlled 
musical stimuli. For example, Hunter, Schellenberg, and Schimmack (2010) manipulated 
tempo and mode of  short computer-generated excerpts and found that the sad versions (slow 
tempo, minor mode) elicited the strongest ambivalent emotions, composed of  both happiness 
and sadness. The same effect was shown when the stimuli were presented for merely three musi-
cal events; that is, with a duration of  0.5 s to 1 s, depending on tempo (Weth & Kickinger, 
2013). In our opinion, grasping the phenomenon of  the attraction of  sad music would require 
measures that consider mixed affective states – to discern the joy within the sadness. 
Furthermore, we can assume that such ambivalent emotional experiences are not cognitively 
accessible in full, so self-reports should be accompanied by objective methods to detect non-
conscious affective shifts.

Furthermore, sad music has been shown to be particularly effective in eliciting chills 
(Panksepp, 1995). The sensation of  chills (or goose bumps, frisson, etc.) is regarded as a strong 
and meaningful emotional reaction by many researchers (Grewe, Katzur, Kopiez, & Altenmuller, 
2011), although its psychological significance has also been questioned (e.g., Konečni, Wanic, 
& Brown, 2007).

Self-reports

Using self-reports to measure emotion in response to music is popular and regarded as the best 
and most straightforward way to investigate emotion by some researchers (e.g., Gabrielsson, 
2002). Similarly, Scherer and Coutinho (2013) expressed that self-reports offer easy access to 
internal processes of  listeners. However, there is a number of  problems researchers face when 
employing self-reports. One major one is that most self-reports are gathered at the end of  an 
event or an entire piece of  music – although such a measure might capture the overall 
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impression of  experiences, it is also clearly susceptible to cognitive biases. Furthermore, such 
measures also impede continuous inspection of  affective changes and therefore make the anal-
ysis of  dynamics impossible. A new solution to this problem was recently developed by Muth, 
Raab, and Carbon (2015), who called their measure targeting the temporal dynamics of  aes-
thetic experience Continuous Evaluation Procedure (CEP). By employing a slider operated by the 
participant within a standardized experimental procedure, CEP aims at dynamic changes of  
thoughts and feelings; for example, while watching a movie or listening to music. Although this 
procedure enables capture of  affective transitions and complex dynamics of  aesthetic apprecia-
tion with a high temporal resolution (e.g., for movies at 30 Hz), CEP still struggles with poten-
tial cognitive penetration of  the evaluations; that is, conscious processing of  the experienced 
affect. Scherer and Coutinho (2013) also put forward that any kind of  explicit measurement 
faces the problem that not all aspects of  an emotion might be captured by such routines, as 
certain thresholds of  becoming conscious must be exceeded to enable the participant to expli-
cate his or her inner states.

Furthermore, self-reports can be subject to social biases, that is, participants might answer 
according to what is socially accepted and/or they believe is expected from them.

Another relevant issue in this context is the ongoing debate whether music is capable of  
directly eliciting genuine, “garden-variety” emotions in listeners (the “emotivist position”; see, 
e.g., Juslin & Västfjäll, 2008) or whether listeners only perceive the emotions portrayed by the 
music (the “cognitivist position”; see, e.g., Kivy, 1990). According to Kivy (1990), subjects 
might confuse perceived and felt emotions when reporting their responses to music. This can be 
particularly problematic when investigating sad music, as perceived and felt emotion often do 
not correspond: felt emotions tend to be richer and range from positive to negative emotions, 
while in terms of  perceived emotion, sadness is predominant for most pieces of  sad music 
(Kawakami, Furukawa, Katahira, & Okanoya, 2013; Weth & Kickinger, 2013). As a solution to 
these limitations, Scherer and Coutinho (2013) suggest to complement self-reports with objec-
tive and preferably continuous measures, such as motor expressions or neurophysiological 
responses. This strategy also offers the advantage of  aligning these data with musical struc-
tures. In general, more objective methods are needed in order to clarify the question on the 
“genuineness” of  sadness in response to music.

Another implication of  post-performance self-reports is that participants are forced to col-
lapse their emotional response to an entire song into a single mean value, merely revealing 
information about a musical piece as a whole – consequently, any kind of  such measures should 
essentially be interpreted as a cognitive evaluation, as opposed to an immediate emotional reac-
tion. By using time-sensitive self-reports, these restrictions are partly removed, and such meas-
ures are becoming more popular (Grewe, Nagel, Kopiez, & Altenmüller, 2007; Schubert, 1999, 
2010), not least due to technical innovations and tools. For example, the tool EmuJoy (Nagel, 
Kopiez, Grewe, & Altenmüller, 2007) is a continuous self-report measure with which partici-
pants can report their current emotional state in the two-dimensional emotion system (valence 
and arousal), mainly used in response to musical stimuli.

Facial expressions

Among non-verbal signals, facial expressions arguably play the most prominent role in the 
expression of  emotions in social interaction and social communication (Frith, 2009). In fact, 
they are efficient and differentiated to an extent that they can even be processed below the level 
of  consciousness, when faces are presented with the backward-masking technique (e.g., 
Dimberg, Thunberg, & Elmehed, 2000; Whalen et al., 1998). For instance, when seeing a face 
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for only 200 ms, our perceptual processing is already capable of  capturing the main amount of  
emotional expression conveyed by the face (compared to seeing the face without time limit; 
Derntl, Seidel, Kainz, & Carbon, 2009).

Moreover, the production of  facial expressions is spontaneous and rapid, and can occur 
without attention or awareness (Schneider & Shiffrin, 1977). Ekman (1999) proposed a small 
number of  discrete emotions that are represented by distinct facial expressions. These “basic 
emotional expressions” are assumed to be expressed and recognized universally across cultures 
(Ekman & Friesen, 1971; see also Brown, 1991; Carlson & Hatfield, 1992). These expressions 
are manifested by patterns of  contractions of  more than 40 independent facial muscles (so-
called Facial Action Units). Despite its popularity, the model has received substantial criticism 
regarding the universality of  both expression (Jack, Garrod, Yu, Cladara, & Schyns, 2012; 
Krumhuber & Scherer, 2011) and recognition (Marsh, Elfenbein, & Ambady, 2003; Moriguchi 
et al., 2005) of  facial expressions. For example, people are more accurate in recognizing facial 
expressions of  members of  their ethnic in-group (Elfenbein & Ambady, 2002); and in general 
display differing abilities in decoding facial expressions based on their cultural background 
(Beaupré & Hess, 2005). For an extensive critical view and a reflection on the shortcomings of  
these classic findings of  emotional psychology, we like to refer to Russell (1994) and Nelson and 
Russell (2013).

In an experimental context, facial expressions are commonly measured with surface 
Electromyography (sEMG). This technique utilizes two muscles regions as indicators for either 
positive or negative valence (Cacioppo, Petty, Losch, & Kim, 1986): the Zygomaticus major 
(involved in smiling/represents positive valence) and the Corrugator supercilii (involved in frown-
ing/represents negative valence). These two regions have been successfully linked to positively 
and negatively valenced stimuli in several (aesthetic) domains, such as advertisement videos 
(Hazlett & Hazlett, 1999), facial expressions (Dimberg et al., 2000), images (Lang, Greenwald, 
Bradley, & Hamm, 1993), and vocal speech (Hietanen, Surakka, & Linnankoski, 1998). In the 
musical domain, happy/positively valenced music commonly elicited increased zygomaticus 
activity (Juslin, Harmat, & Eerola, 2014; Kallinen, 2004; Lundqvist, Carlsson, Hilmersson, & 
Juslin, 2008; Witvliet & Vrana, 1996). Corrugator activity has been linked to sad/negatively 
valenced music, however, it is not as convincing as the zygomaticus–happy link. We assume 
this is due to the mixed quality of  sad-music experiences, which defies a distinct mapping of  
single muscular activity onto explicit affective states. Due to their focus on valence, all sEMG 
studies are restricted to dimensional models of  emotion (e.g., Russell, 1980) and therefore can-
not shed light on specific qualities of  the experienced emotion. Furthermore, one is restricted to 
a small number of  muscle regions, if  nothing else because of  the burden for the participant 
(and therefore because of  the consequences for the aesthetic experience) when multiple wires 
and electrodes are attached to the face.

State-of-the-art software, for example, FaceReader by Noldus Information Technology 
(Wageningen, The Netherlands), has made an automated and continuous measurement of  dis-
crete facial expressions possible. FaceReader is based on a trained Artificial Neural Network 
(ANN), which is operated by a statistical learning algorithm modeled after biological neural 
networks – an approach often used in cognitive science and machine learning. FaceReader 
applications include consumer research (Danner, Sidorkina, Joechl, & Duerrschmid, 2013), 
clinical research (Cohen, Morrison, & Callaway, 2013), personality psychology (Chentsova-
Dutton & Tsai, 2010), and user experience research (Goldberg, 2014). They have utilized this 
software and demonstrated its possibilities. Some advantages that this technique features are: 
(1) it measures discrete emotions continuously and objectively (see “Measures” section), (2) 
participants are not confronted with cognitive load, (3) a set of  six discrete emotions and their 
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respective strengths can be analyzed simultaneously, and (4) participants are not attached to 
any measurement gear and hence have a naturalistic listening experience.

Aims and hypotheses

We aimed to investigate emotional responses to self-selected sad music (SSSM) by using self-
reports and continuous measurement of  facial expressions. Since a personal history with a 
certain piece of  music (and consequently familiarity) might intensify the emotional experience, 
we also contrasted SSSM with unfamiliar sad and happy music. Besides merely investigating the 
quality and momentary strength of  the emotions, we also considered cumulative strength (i.e., 
momentary strength integrated over time) and the co-activation of  individual emotions.

Main hypotheses

We expected that SSSM, compared to both unfamiliar sad and happy music, would generate:

i.	 more sadness (self-reports and facial expression)
ii.	 more happiness than unfamiliar sad music, but less than unfamiliar happy music 
	 (self-reports and facial expressions)
iii.	 stronger overall emotions (self-reports and facial expressions)
iv.	 stronger mixed emotions (co-activation of  multiple discrete facial expressions, 
	 see “Calculation of  variables” section)

Additional hypotheses

v.	 SSSM (compared to both unfamiliar sad and happy music) evokes more nostalgia, 
	 reminiscence, feelings of  being moved, chills, and tears (self-reports)
vi.	 We explored if  emotionally significant musical events would evoke consistent 
	 patterns of  facial expressions across listeners.

Methods

Participants

A total of  24 participants (15 female) between 23 and 30 years of  age (M = 26.33, SD = 1.97) 
participated in the study. No professional musicians were included in the sample. Twelve of  the 
17 remaining participants (see section Data analysis for exclusion criteria) did not play an 
instrument at all or merely received general musical training as children for a maximum of  
three years. The remaining five participants played an instrument on a regular basis (as ama-
teurs). On average, the participants had 4.59 years of  instrumental experience. None of  the 
participants reported hearing impairments or particular problems with auditory processing.

Material

For the SSSM, we asked every participant during the initial contact (via email) to select one 
song that matches the following criteria: “Please bring along a sad piece of  music that has a strong 
emotional impact on you. With ‘sad music’, we mean a song that other people would also identify as 
sad, although they do not necessarily share the same experience with the song as you do.” The 
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selections consisted of  music from several genres, including classical, soul, alternative, and pop. 
All but one excerpt included vocals.

Furthermore, two additional pieces of  music were selected for the study. We aimed to con-
trast two musical properties: emotional quality (sad vs. happy) and familiarity (unfamiliar vs. 
personally significant songs). The two unfamiliar songs were selected to portray happy or sad 
emotion. For sad music, we chose Albinoni’s Adagio in G minor, which has repeatedly been used 
to evoke sadness in earlier research (e.g., Thompson, Schellenberg, & Husain, 2001). Based on 
our own assessment, we selected an excerpt from Mozart’s 29th symphony in A major (KV 
201/186a) as happy music, namely the Allegro con spirito movement. Table 1 displays more 
information for the respective musical excerpts.

Procedure

Upon arrival, participants were asked to complete a paper-and-pen questionnaire that captured 
socio-demographic variables and years of  musical experience (“For how many years did you 
play/have you been playing an instrument on a regular basis?”). Informed consent was given 
for the video recording; however, the instructions were expressed in a way to make the partici-
pants believe that the video recording was secondary to the study’s purpose. The focus on facial 
expressions was also not mentioned. Every participant was then led into a soundproof  music 
studio and sat in a comfortable armchair in front of  a desk. The music was played back on high-
quality studio monitors (Neumann KH 120A) at an appropriate level. The sequence of  the 
three musical excerpts was counterbalanced. Videos of  the participants were recorded with the 
built-in HD camera of  an Apple MacBook (to reduce awareness to the video recording). Before 
leaving, participants were debriefed about the purpose of  the study.

Measures

Self-reports of emotion.  Following every song, participants rated the emotions they had experi-
enced on unipolar visual analog scales of 100 mm length (coded as 1 to 100). The instructions 
made a clear distinction between perceived and felt emotions, and participants were explicitly 
briefed to report the latter, as we were interested in listeners’ emotional experiences, as opposed 
to the music’s expressiveness (Konečni, 2008). The emotions in question were happiness, sad-
ness, surprise, anger, fear, and disgust, corresponding to the six discrete emotions included in 
the analysis of facial expressions (based on the concept by Ekman & Friesen, 1971). We did not 
expect all emotions to result in clear patterns of activation; for example, disgust is rarely 
reported in response to music. However, we included it in the subjective rating scales in order 
to compare results with the analysis of facial expressions.

Feelings of  nostalgia, reminiscence, and being moved were rated likewise on visual analog 
scales and 5-point Likert scales were used to determine how much the listeners liked the songs 
(1 = dislike up to 5 = like strongly), as well as how familiar they were to them (1 = completely 

Table 1.  Technical parameters of the experimenter-selected excerpts.

Musical condition Tempo Bars Time signature

Albinoni Adagio 3–29 (da capo) → 1–21 3/4
Mozart Allegro con spirito 1–61 (da capo) → 1–61 6/8
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unfamiliar up to 5 = very familiar). Lastly, participants indicated on dichotomous scales if  they 
experienced any chills and tears (0 = absent, 1 = present).

Facial expressions.  Facial expressions were coded using the FaceReader software by Noldus. Fac-
eReader implements automated routines for analyzing facial expressions. The routines use an 
Artificial Neural Network (ANN), which is able to grasp non-linear relations between input (in 
our case: participants’ videos) and output (here: detected emotion), and is robust concerning 
noisy data. According to the developer, FaceReader’s ANN has been trained with more than 
10,000 images and is based on the Facial Action Coding System (FACS, Ekman & Friesen, 1978; 
Hager, Ekman, & Friesen, 2002). The classification of  facial expressions takes place on a frame-
by-frame basis; that is, 30 frames per second in our case, assigning a decimal value between 0 
and 1 to each of  the following six discrete emotions: happiness, sadness, surprise, anger, fear, 
and disgust. Compared to ratings by human FACS coders, the software claims an accuracy of  
85 to 96% for the distinct emotions (Noldus Information Technology, 2008; see also den Uyl & 
van Kuilenburg, 2005; van Kuilenburg, Wiering, & den Uyl, 2005). A validation with facial 
EMG has also shown good results (D’Arcey, 2013).

The software operates in three processing steps: (1) detection of  a face by means of  the 
Viola–Jones algorithm (Viola & Jones, 2001), (2) modeling of  the face with 500 facial key points 
based on the Active Appearance method (Cootes & Taylor, 2000), and (3) classification of  the 
facial expression based on the trained ANN (see Figure 1). We used the resulting time-series 
data to calculate new variables for testing our hypotheses. Although FaceReader supports a live 
analysis, we decided to record the videos during the testing situation, and to analyze them post-
hoc to have control over optimization as well as analysis parameters offered by the software. 
This kind of  analysis allowed us to run a calibration on a per-subject basis, where the whole 
video is considered once by the software, determining an individual’s “emotional range”. This 
way, people showing very salient expressions in general (e.g., if  they are accustomed to convey 
emotions via facial expressions, which might be true for actors or experienced stage musicians) 
are comparable to people showing subtle expressions in general.

Data analysis

The data of  seven participants were excluded from further analyses for a number of  reasons: (1) 
incorrect facial recognition by the software; (2) signal loss for facial recognition due to individ-
ual movements, for example, burying one’s face in one’s hand, turning head sideways, etc., (3) 
familiarity with musical stimuli (Mozart and/or Albinoni).

Figure 1.  FaceReader’s three steps of analysis.
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In light of  our focus on a naturalistic music listening experience, we regarded the rather 
high exclusion rate (n = 4) based on reason (2) as a confirmation of  the ecologically valid 
situation.

Both the Mozart and Albinoni excerpts were edited to a length of  2:50 minutes. For the sta-
tistical analysis of  the SSSM, we merely considered the first 2:50 minutes in order to keep the 
length constant across conditions. However, during testing the participants listened to their 
song in full length. A fade in/out of  0.5 seconds was applied to every excerpt. The loudness of  
each excerpt was equaled in accordance with the EBU R128 norm, while the speakers’ output 
volume was held constant for all participants.

Calculation of variables.  We used FaceReader’s time-series data, which assigns a decimal value 
between 0 and 1 (0 = emotion absent, 1 = emotion fully present) to every individual emotion on a 
frame-by-frame basis (30 fps), as a starting point to calculate customized variables.

To assess the intensity of  the individual facial expressions for Hypotheses 1 and 2, we cal-
culated a variable named emotional peaks to suit a definition of  emotions as brief, intensive 
and rapidly changing events (Juslin, 2011). First, average means and standard deviations for 
every emotion were extracted for every single video. As we were mainly interested in emo-
tional peak events of  every emotion, we calculated means of  all data points which were above 
the second standard deviation of  the raw mean values, resulting in a global indicator for 
those passages that had induced very strong emotions (compared to the rest of  the individual 
listening experience). In order to account for the time-sensitivity of  the measure, we multi-
plied the resulting mean value with the amount of  time that the listeners displayed facial 
expressions exceeding the second standard deviation regarding their intensity. In our case, 
time was measured in frames (i.e., 1/30th of  a second), since every data point represented one 
frame. The resulting variable thus incorporates information on the amplitude of  the respec-
tive strong emotion (i.e., the peaks) as well as its extent over the course of  the entire song in 
a single, global indicator.

All values were normalized prior to further analyses. The z-scores were calculated across the 
three musical conditions (SSSM, Albinoni, Mozart), across all participants, but separately for all 
six basic emotions. Thus, the z-scores for the individual emotions (Figure 4) cannot be com-
pared across emotions in terms of  their intensity. They rather mirror the differences between 
the three musical conditions for every emotion, since our hypotheses focus on the emotional 
differences of  the individual musical excerpts.

As formulated in Hypothesis 4, we were also interested in the co-activation of  multiple 
discrete emotions and hence defined mixed emotions as episodes in which at least two emo-
tions were active simultaneously. To test for such reactions, we calculated an overall value 
for mixed emotions based on FaceReader’s time-series data. Facial expressions are coded as 
a value between 0 and 1. We applied the following procedure: (a) in order to exclude baseline 
noise, we determined a cut-off  value of  .05 (that is, minor activations under 5% intensity), 
only considering values higher than .05 in the following; (b) then, all data points were iden-
tified in which any possible pairwise combination of  the six emotions (yielding 15 possible 
combinations) were co-activated (i.e., when the value for both emotions was over .05 at the 
same point in time). In a next step (c), a mean value for every co-active emotion pair (i.e., the 
mean of  both values) was calculated (momentary strength), and (d) subsequently multi-
plied with the amount of  time (in frames, as mentioned above) the co-activation lasted (cumu-
lative strength). As a last step (e), the resulting values for every emotion pair were added, 
resulting in an overall mixed emotion value, that is, a single value for each person and musi-
cal piece.
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Results

Familiarity and liking

As a prerequisite for investigating our hypotheses, we compared whether the participants were 
more familiar with the SSSM excerpts than with the experimenter-selected sad and happy 
music. To do so, we used the ratings of  the 5-point Likert scale (1 = completely unfamiliar to 5 = 
very familiar). Participants with a rating of  3 or higher for either the Albinoni or Mozart excerpt 
were excluded from the dataset (n = 2). As expected, among the remaining participants, SSSM 
was more familiar (M = 4.82, SD = 0.39) than both the Albinoni (M = 1.12, SD = 0.33) and 
Mozart (M = 1.06, SD = 0.24), as revealed by a repeated-measures ANOVA with musical 
excerpt (SSSM, Albinoni, Mozart) as the within-subject variable, F(2,32) = 658.45, p < .001, 
ηp

2  = .976. In fact, 15 out of  17 participants claimed having never heard Albinoni’s Adagio 
before, and 16 out of  the same 17 participants had no previous experience with the Mozart 
excerpt.

Liking for the individual musical pieces was captured on 5-point Likert scales. We compared 
liking for the individual musical excerpts and found a significant influence, F(2,32) = 11.01,  
p < .001, ηp

2  = .41. Post-hoc comparisons revealed that both SSSM (M = 4.12, SD = .78) and 
the Mozart excerpt (M = 3.76, SD = 0.83) were liked significantly more than the Albinoni piece 
(M = 2.82, SD = 1.02), p = .003 and p = .015, respectively.

Hypothesis 1: SSSM evokes more sadness than unfamiliar happy and sad music

In order to analyze the emotional self-reports for sadness, we conducted a repeated-measure 
ANOVA with musical excerpt as the within-subject variable (SSSM, Albinoni, Mozart). As can be 
seen in Table 2, sadness produced a significant effect. To evaluate the differences between the 
individual conditions, we conducted planned comparisons (dependent t-tests). As expected, 
SSSM received the highest ratings, however, differing significantly from the Mozart excerpt only 
(see Figure 2).

For facial expressions, we utilized the emotional peak value (see “Calculation of  variables” 
section) for sadness and conducted a repeated-measure ANOVA with musical excerpt as the 
within-subject variable. The individual excerpts had a marginally significant effect on sadness 

Table 2.  Repeated-measure ANOVAs for emotional self-reports and facial expressions.

F(2, 32) P ηp
2

Happiness
  Musical Excerpt (SR) 34.01 < .001 .680
Sadness
  Musical Excerpt (SR) 38.48 < .001 .706
  Musical Excerpt (FE) 3.19 .055 .166
Nostalgia
  Musical Excerpt (SR) 42.49 < .001 .726
Reminiscence
  Musical Excerpt (SR) 34.41 < .001 .683
Being moved
  Musical Excerpt (SR) 15.49 < .001 .492

Note. Marginal significance values are presented as well (p < .07); SR = Self-report, FE = Facial Expression.
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(see Table 2). Planned comparisons (dependent t-tests) revealed that SSSM evoked the strongest 
sad facial expressions, followed by unfamiliar sad and happy music (see Figure 3). The differ-
ence between SSSM and Mozart was significant.

For good measure, we conducted similar ANOVAs and planned comparisons for the remain-
ing discrete emotions surprise, fear, anger, and disgust. However, these results will not be further 
discussed since they do not directly relate to our hypotheses. For significant results of  the 
ANOVAs, as well as means and standard errors of  the individual scales, see Table S3, Figure S7 
and Figure S8 in the Supplemental Material Online section.

Hypothesis 2: SSSM evokes more happiness than unfamiliar sad music, but less 
than unfamiliar happy music

To test our hypothesis, we conducted a repeated-measure ANOVA with musical excerpt as the 
within-subject variable to test if  self-reported happiness differed in the individual musical con-
ditions. This was the case as shown in Table 2. Planned comparisons (dependent t-tests) are 

Figure 2.  Means of listeners’ emotion scores based on self-reports of basic emotions as a function of 
musical excerpt. Error bars indicate +1 standard error of the mean (*p < .05, **p < .01, ***p < .001). 
Values in parentheses show effect sizes (Cohen’s d).

Figure 3.  Means of listeners’ emotion scores based on facial expressions (z-scores) as a function of 
musical condition. Error bars indicate +1 standard error of the mean (*p < .05, **p < .01, ***p < .001). 
Values in parentheses are effect sizes (Cohen’s d).
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presented in Figure 2, and show that Mozart produced higher ratings of  happiness than SSSM 
and Albinoni. In line with our hypothesis, ratings for SSSM were also higher than for Albinoni.

On the basis of  the emotional peak value (see “Calculation of  variables” section), we tested 
happy facial expressions in an equivalent fashion. Contrary to our predictions, the ANOVA did 
not yield a significant result. Yet, we observed the expected trend (see Figure 3); namely, that 
Mozart evoked the strongest happy expressions, followed by SSSM, and lastly, the Albinoni 
excerpt.

Hypothesis 3: SSSM evokes stronger overall emotions than unfamiliar happy and 
sad music

Regarding the self-reported emotions, a factor representing the overall emotional response was 
established by simply adding the values of  the six discrete emotion scales happiness, sadness, 
surprise, fear, anger, and disgust for a given song. A repeated-measure ANOVA with musical 
excerpt as a within-subject variable demonstrated a significant influence of  musical excerpt on 
overall emotions, F(2,32) = 16.02, p < .001, ηp

2  = .50. Planned comparisons (dependent 
t-tests) revealed that SSSM resulted in the stronger overall emotions than the Mozart and the 
Albinoni excerpt (see Figure 4a).

Accordingly, we added the emotional peak values (see “Calculation of  variables” section) of  
the six discrete emotions to assess the overall emotional response based on facial expressions. We 
conducted a repeated-measure ANOVA with musical excerpt as the within-subject variable 

Figure 4.  Means and standard errors of (a) overall and (b) mixed emotions (*p < .05, **p < .01,  
***p < .001). Values in parentheses are effect sizes (Cohen’s d).
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(SSSM, Albinoni, Mozart), results suggesting a significant influence, F(2,32) = 4.57, p = .018, 
ηp
2  = .22. As hypothesized, SSSM elicited stronger overall facial expressions than Mozart and 

Albinoni (see Figure 4a).

Hypothesis 4: SSSM evokes more mixed emotions than unfamiliar happy and sad 
music

We found a significant difference for mixed emotions in response to the individual musical 
excerpts as revealed by a repeated-measure ANOVA, F(2,32) = 3.36, p = .047, ηp

2  = .173. As 
expected, listeners displayed the strongest mixed emotions in response to SSSM, compared to 
the Mozart and the Albinoni excerpt (see Figure 4b).

Hypothesis 5: SSSM evokes more nostalgia, reminiscence, feelings of being moved, 
chills and tears, than unfamiliar happy and sad music

As revealed by repeated-measure ANOVAs and presented in Table 2, the additional emotional 
scales nostalgia, reminiscence, and being moved, were significantly influenced by the musical con-
dition. Planned comparisons (dependent t-tests) showed that the experience of  nostalgia, remi-
niscence, and being moved was significantly stronger for SSSM than for the Albinoni and 
Mozart excerpts (see Figure 5).

Figure 5.  Means of listeners’ emotion scores based on self-reports of additional emotions as a function 
of musical excerpt. Error bars indicate +1 standard error of the mean (*p < .05, **p < .01, ***p < .001). 
Values in parentheses show effect sizes (Cohen’s d). Marginal significance (p < .08) is symbolized by #.
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Participants reported their experience of  chills and tears on dichotomous scales (yes/no). 
Eight of  17 participants (47%) experienced one or more sensations of  chills in response to 
SSSM. Albinoni evoked chills in three cases (18%), while Mozart evoked no chills at all. A 
Friedman ANOVA confirmed that the number of  reported chills differed significantly across the 
three musical excerpts, χ2(2) = 9.80, p = .007, Kendall’s W = .29.

Similarly, SSSM elicited tears in four of  17 participants (24%), as compared with one for 
Albinoni (6%) and 0 in response to Mozart, this difference also being significant, χ2(2) = 6.5,  
p = .039, Kendall’s W = .19.

Hypothesis 6: Consistency of facial expressions in response to musical events

Another issue was the consistency of  listeners’ facial expressions to specific musical events. 
Two musicologists were asked to conduct a segmentation task on our excerpt of  Albinoni’s 
Adagio; that is, to define the beginnings and endings of  new musical parts. Figure 6a shows the 
segments that were identified by both musicologists. Segment 1 represents the introduction to 
the piece, consisting of  the basso continuo and low violins that play short and stagnating 
melodic phrases. Segment 2 introduces the lead melody, in which the violins perform a con-
stantly descending melodic line in several variations. Segment 3 combines attributes of  the 

Figure 6.  (a) Notation of the lead violin of the Albinoni excerpt with the identified segments. (b) Median 
curve of sad facial expressions for Albinoni’s Adagio (N = 17). Segments are marked in boxes (S1–S3 = 
Segment 1–3; EP = Extended pick-up).
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preceding segments, the violins both performing descending (bars 23–24), as well as stagnat-
ing (bars 25–27) melodic lines, which function as a transition to the repetition of  segment 1 (da 
capo). Regarding the beginning of  segment 3, our musicologists were discordant about its 
beginning. While one expert marked its beginning at bar 21, the other classified the same bar 
as an independent event, since it acts as an “extended pick-up”, and lies outside of  the mathe-
matical counting of  the piece.

We compared the results of  the musical analysis with the median graph for sad facial expres-
sions for all participants in response to the Albinoni excerpt. Figure 6b shows that the two high-
est peaks of  sad facial expressions corresponded to two musical events defined in the musical 
analysis. The first (and highest) peak at 0:21 minutes represents the beginning of  segment 2, 
which is defined by the introduction of  the lead voice (the violin in this case). The second high-
est peak, occurring at 1:41 minutes, constitutes the da capo mark; that is, segment 1 being 
repeated for the first time.

Discussion

The present study explored emotional responses to familiar, self-selected sad music (SSSM), and 
compared these with responses to unfamiliar sad and happy music. The listeners’ subjective 
experience of  emotions was captured via self-reports. To measure facial expressions, we intro-
duced a software-based approach to automatically assess facial expressions in a continuous 
fashion. The results in general suggest that music evokes measurable and distinct patterns of  
facial activity, depending on the respective musical excerpt, which are too complex to be under-
stood when only two muscular regions are considered (as with facial EMG).

We found that SSSM evoked the highest amounts of  mixed facial expressions (Hypothesis 4), 
compared to unfamiliar sad (significant) and happy music (not significant). This activity indi-
cates that music in general, and especially SSSM, evokes a complex blend of  emotions – emotions 
that, with other methodological approaches, would not be observable; or under other circum-
stances, would be perceived as discrete or even contradicting.

Regarding self-reports, SSSM scored significantly higher for happiness compared to unfamil-
iar sad music (Hypothesis 2); yet, four participants reported tears listening to SSSM. We also 
found that listeners experienced significantly more chills while listening to SSSM compared to 
unfamiliar sad as well as happy music (Hypothesis 5). In general, chills are regarded as intensely 
pleasurable emotional peak experiences by listeners (Grewe, Kopiez, & Altenmüller, 2009), and 
are accompanied by simultaneous sympathetic activity (Salimpoor, Benovoy, Longo, 
Cooperstock, & Zatorre, 2009), as well as by activation in the brain’s reward circuitry and a 
release of  dopamine (Salimpoor, Benovoy, Larcher, Dagher, & Zatorre, 2011). The above-men-
tioned results emphasize the role of  positively valenced emotions with SSSM (Van den Tol & 
Edwards, 2015), which are regarded as a main motive for listening to sad music (Taruffi & 
Koelsch, 2014). Unfortunately, the analysis of  happy facial expressions failed to reach signifi-
cance; however, it showed the same trend as the corresponding self-reports.

Earlier studies (e.g., Sloboda, 1991) have identified specific musical passages that are par-
ticularly potent in evoking strong physiological responses in listeners. Among these musical 
passages, the entry of  the lead voice has been found to induce synchronized responses in the 
subjective and physiological domain (Grewe et al., 2007). Our results extend these findings to 
the area of  facial expressions, as we found a major increase in sad facial expressions across 
participants when the lead violin is introduced for the first time in Albinoni’s Adagio (Hypothesis 
6). Juslin and Laukka (2003, p. 803) described the violin as a “super-expressive” version of  the 
human voice, as “it sounds a lot like the human voice while going far beyond what the human 
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voice can do”. In fact, this similarity and the violin’s capability to exaggerate acoustic charac-
teristics that listeners relate with sad emotion in speech might be a reason for its ability to evoke 
sad facial expressions, “mirroring” the sadness of  a hypothetical individual. In contrast to its 
first occurrence, we merely found a local peak in sad facial expressions for the second time the 
lead voice enters, suggesting a habituation effect. Our findings extend previous results by Grewe 
et al. (2007), who found a similar effect for skin conductance response. In contrast to this habit-
uation effect, we observed a global peak of  sad facial expressions for the repetition of  the intro-
duction, while the first introduction only resulted in a local peak. At this point, it is difficult to 
interpret these inverted results – however we assume that these differences might be based on 
the different saliences of  the respective musical events.

Consistent with Hypothesis 1, SSSM evoked significantly more sad facial expressions than 
the happy excerpt, which extends the somewhat thin body of  evidence that sad music actually 
evokes sad facial expressions. Other studies found no difference in corrugator activity between 
(unfamiliar) sad and happy music (Lundqvist et al., 2008), perhaps due to the restriction to 
merely one muscle region. Similarly, in this study, sad facial expressions did not differ signifi-
cantly between unfamiliar sad and happy music, although the former evoked stronger expres-
sions. SSSM also induced the strongest subjective self-reported feelings of  sadness (Hypothesis 
1), followed by unfamiliar sad and happy music; both sad excerpts being significantly higher 
than the happy excerpt. Both facial analysis and self-reports revealed no significant difference 
in sadness between SSSM and unfamiliar sad music. This is somewhat surprising, however this 
result points to the complexity of  emotions evoked by SSSM. In other words, sadness is merely 
one emotional facet of  SSSM, which is evident in (1) the involvement of  mixed emotions, and 
(2) the crucial role of  positively valenced emotions with SSSM.

In terms of  overall facial expressions, SSSM elicited significantly stronger activity than the 
other excerpts, which was confirmed by participants’ self-reports (Hypothesis 3). Familiarity is 
a factor that is likely to contribute to the strong overall responses to the SSSM excerpts. It inten-
sifies the emotional experience (Pereira et al., 2011) as well as the degree of  liking for a piece of  
music (North & Hargreaves, 1995; Peretz, Gagnon, & Bouchard, 1998). Indeed, in the present 
study listeners liked the familiar SSSM excerpts most, but showed a similar degree of  liking for 
the unfamiliar happy music. The tendency of  liking unfamiliar happy over sad music has also 
been previously reported (Hunter et al., 2010; Thompson et al., 2001).

The importance of  familiarity, combined with the observed blend of  joyful and sad emotions, 
points us to nostalgia, an affective state classified as a complex emotion (Johnson-Laird & Oakley, 
1989), which differs from a basic emotion due to its reflection of  high-level cognitive appraisals 
linked to an individual’s biography. Nostalgia is mainly triggered by negative affect, social inter-
actions, and sensory input such as music (Barrett et al., 2010). Accordingly, we found a rela-
tionship with sad musical excerpts, especially SSSM, which evoked significantly stronger ratings 
of  nostalgia (Hypothesis 5) than the other two excerpts. Unfamiliar sad music also elicited sig-
nificantly stronger nostalgia than happy music. Nostalgia has been repeatedly found to play a 
role with SSSM. In fact, several studies with nearly 1,500 participants combined (Taruffi & 
Koelsch, 2014; Weth & Parncutt, 2014) showed that nostalgia is the most common reaction to 
SSSM. Our results confirm the strong involvement of  nostalgia in SSSM, and furthermore sug-
gest that nostalgia is facilitated by music with sad properties in general. Sedikides, Wildschut, 
and Baden (2004) noted that people often engage in nostalgia in order to repair negative moods, 
to boost self-esteem, and to feel social connectedness. These tendencies are also important 
motives of  listening to sad music (Van den Tol & Edwards, 2015). Similarly to the results for 
nostalgia, we found higher ratings for reminiscence with SSSM and unfamiliar sad music com-
pared to unfamiliar happy music. Listeners often reminisce and ruminate about past events 
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when listening to SSSM (Garrido, 2009). The high ratings for nostalgia and reminiscence with 
SSSM propose a strong involvement of  episodic memories. Future research could investigate if  
episodic memory retrieval is predominant in evoking emotions when listening to SSSM. 
Thereby, the BRECVEMA framework (which includes the eight mechanisms Brain Stem Reflex, 
Rhythmic Entrainment, Evaluative Conditioning, Contagion, Visual Imagery, Episodic Memory, 
Musical Expctancy, and Aesthetic Judgment) of  musical emotions (Juslin, 2013; Juslin & 
Västfjäll, 2008) could function as a theoretical basis, according to which, episodic memory is one 
of  seven proposed mechanisms that trigger emotions in response to music.

Limitations and outlook

A fact worth considering is that 94% of  the SSSM excerpts contained lyrics. Especially in the 
case of  sad music, lyrics may be crucial as they enhance the experience of  sadness (Ali & 
Peynircioğlu, 2006; Brattico et al., 2011). However, Ali and Peynircioğlu (2006) also noted 
that melodic content in general has a bigger impact on listeners’ emotions than lyrics. In this 
study, we cannot rule out the fact that lyrics might have contributed to the general effects of  
SSSM. However, it was important for us to pose no restrictions on the participants regarding 
their self-selected music. It might even be the case that our participants favored music with lyr-
ics because the emotional impact is stronger; in other words, because lyrics contribute to the 
quality of  the mixed emotion we’re aiming at. In future studies, it would be interesting to com-
pare if  instrumental SSSM has equivalent effects on facial expressions as SSSM with lyrics. 
However, following Juslin and Laukka (2003), violins might be perceived similarly to a human 
voice, making a clear distinction with vs. without vocals questionable, at least regarding the 
emotional impact.

In general, facial expressions are automatic and spontaneous, although under certain cir-
cumstances individuals voluntarily utilize them to express a desired emotion; for example, to 
act in a socially desirable way. The display of  facial expressions increases when other individu-
als are present, and particularly when the communicator is aware that his behavior is being 
observed (Frith, 2009). We cannot exclude the possibility for such effects in the current study, 
however, there are several reasons to assume the predominance of  involuntary facial expres-
sions: (1) participants were not informed about the relevance of  facial expressions and (2) there 
was no social context (in which facial expressions would be more prominent and hence, suscep-
tible for biases). We must consider, however, that we might fail to capture all occurring emo-
tions, as there are situations in which emotions are experienced subjectively, however no facial 
expressions are evident (Ekman & Friesen, 1971). Nevertheless, we were able to record observ-
able facial expressions although participants listened to music alone and were not aware of  
their facial expressions being recorded.

Regarding the software’s performance, we occasionally observed unexplainable impair-
ments in terms of  technical reliability. For example, in a few instances, we encountered sudden 
signal losses in facial recognition for no apparent reason. At this point, it is next to impossible to 
deal with these flaws, as the software’s algorithm is not transparent for the researcher. This may 
be based on the fact that the software was created for non-academic, commercial use, such as 
practical market research. Despite these limitations in transparency, we believe that FaceReader 
offers great possibilities for future research, if  we are able to better understand its exact opera-
tions and therefore evaluate its results with more certainty.

This study was an initial step towards the use of  a new method to measure facial expres-
sions in music. For purposes of  validation, we focused on straightforward hypotheses and 
included self-reports to evaluate and validate the findings. In our opinion, future research 
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should emphasize two key points to maximize the benefits of  FaceReader: (1) its time-sensi-
tive aspects, for example, when considering specific musical events and their relationship 
with facial expressions, and (2) the impact of  facial expressions on social behavior. The latter 
point bears interesting possibilities for future research on the communication of  emotions in 
music performance, dance, and when listening to music in a social context. These aspects 
have been neglected in research so far, yet, they may have major implications regarding the 
question of  why we listen to music in general. In fact, social bonding and social cohesion are 
regarded by some as the most likely reason why music has survived throughout human evo-
lution (Huron, 2001). To our knowledge, this study is the first in the field of  music and emo-
tion to measure facial activity based on the FACS system (Ekman & Friesen, 1977), and 
consequently the basic emotion model (see, e.g., Ekman, 1992; Izard, 1992). This possibility 
provides major advantages for future research, for example, to investigate mixed emotions, a 
concept that is becoming increasingly popular (Hunter et al., 2010; Larsen & McGraw, 2011). 
Mixed emotions, and especially emotions composed of  positive and negative qualities, are 
crucial for research on sad music (see above, the mixed emotional quality of  nostalgia). A 
better understanding might help us to gain insights into the paradox of  why we enjoy listen-
ing to sad music. Nostalgia – including a reflection of  ups and downs, encounters and fare-
wells we have experienced so far – might help us to better understand our actual self  and our 
current social relations.
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